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We demonstrate that a local moment can automatically form in the vicinity of the quantum point contact if
we �1� include the spin-orbit interaction and �2� allow the electric field along the longitudinal direction to be
both nonuniform and asymmetric. The former breaks the spin degeneracy by introducing an effective magnetic
field while the latter ensures that the moment is formed near the point contact where the nonuniformity is the
largest. The asymmetry induced by the source-drain bias leads to an imbalance of spin-up and spin-down
electrons on different sides of the point contact, which introduces a spin polarization. The nonequilibrium
Green’s-function formalism is employed to study the transport properties and local spin density. The electron-
electron interaction is found to enhance the magnitude of the localized moment, necessary for the Kondo-type
scenario of the 0.7 anomaly.
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I. INTRODUCTION

The quantized conductance �G0=2e2 /h� is one of the
characteristics of noninteracting ballistic transport systems. It
was predicted by the Landauer formula and first observed in
1988 by the group in Delft1 with a quantum point contact
�QPC� design; namely, a two-dimensional electron gas
�2DEG� separated by a pair of side gates. The factor of 2 in
the quantized conductance comes from the spin degeneracy.
However, an unexpected shoulder often showed up near
0.7G0 which has attracted lots of attentions in recent decade.2

In spite of many theoretical and experimental efforts, the
origin of this anomaly remains unsettled.

The spontaneous spin polarization and the Kondo-type ef-
fect are separately proposed in two front competing models.
The former takes the hint from the smooth evolution of the
0.7 anomaly to 0.5G0 upon the application of a magnetic
field.3 It relates the origin of 0.7 anomaly to the static spin
polarization which was supported by an elegant experiment4

by Rokhinson et al. via the magnetic focusing technique.
However, Frolov et al.5 failed to observe the polarization in a
nonlocal measurement geometry which they specially de-
signed to enhance the sensitivity to spin transport. We sup-
pose this discrepancy is probably due to the different spatial
geometry of QPC used by both groups, asymmetric in Ref. 4
versus symmetric in Ref. 5. Our belief is based on the
proposal6,7 that an asymmetric side-gate voltages �VSG can
cause the current to become spin polarized due to the spin-
orbit interaction �SOI�. We expect the same effect can be
achieved by a laterally asymmetric geometry for the QPC.
Having said that, it is worthwhile to note that such an asym-
metric geometry is not a necessary condition for the 0.7
anomaly. The second competing model8,9 emphasizes the
zero-bias peak which it claims to be an evidence of a Kondo-
type resonance. This dynamic spin flipping is also respon-
sible for the 0.7 anomaly. The preexistence of a moment has
been supported by some experiments10 as well as proved
numerically by the spin-density-functional theory.9 However,
this calculation requires the application of a magnetic field
beforehand to break the spin symmetry, which step has been
subject to criticisms from the rival group.6

In contrast to the lateral asymmetry due to �VSG �Ref. 6�
or geometry4 that creates the spin-polarized current, we wish
to show that the source-drain bias �Vsd� will break the longi-
tudinal symmetry and may lead to the formation of moment
in the vicinity of QPC. The �VSG may not exist in all experi-
ments that reported the 0.7 anomaly, yet a nonzero Vsd is
definitely there to determine the conductance. The SOI is
needed to argue for the effects of both the lateral and longi-
tudinal asymmetries. But the moment formation further re-
quires a nonuniform electric field in the nonequilibrium
Green’s-function formalism �NEGF� we employ in this pa-
per. Although the goal of establishing a moment is the same,
our approach breaks the spin symmetry by an asymmetric
intrinsic SOI instead of an external magnetic field.9

II. NEGF FORMALISM FOR QPC

The NEGF is used to calculate the conductance and the
density distribution of QPC.6,11–13 We discretize the space by
the lattice constant a=100 nm and apply the tight-binding
model HTB. The retarded Green’s function GR of the QPC
system is given by

G�
R�x,z,E� = �EI − H − �S − �D − �I

��−1, �1�

where G�
R is a 2NxNz�2NxNz matrix where the Nx and Nz

represent the site numbers along x and z directions. The fac-
tor of 2 comes from the spin degree of freedom and I is the
unit matrix. We assume the leads are normal metal and their
interaction with the QPC conducting channel gives rise to the
self-energy, �S /�D.13 The �I

� denotes the self-energy of
spin-� electron due to the electron-electron interactions. At
the lowest order; namely, from the Hartree-Fock terms,

�I
��x,z� = �n�̄�x,z� �2�

if the screened potential is further approximated by an
on-site11 interaction with strength �. The n�̄�x ,z� denotes the
spin density of the opposite spin at the same position. This
shows that the Coulomb interaction � favors spin polariza-
tion.

The Hamiltonian H=HTB+HSO
� in Eq. �1� is composed of

the tight-binding HTB and the SOI HSO
� .6 Both contribute to
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the off-diagonal components, but at different elements be-
cause HTB conserves spin while HSO

� flips it. The HTB�i , j�
contains the nearest-neighbor hopping energy t=−�2 /2m�a2

where m� denotes the effective mass of electrons while the
diagonal elements H�i , i� contain the on-site energy −4t,
electric potential energy eV�ri� �, and the Zeeman energy. The
SOI Hamiltonian HSO

� =��� ·E� �k� ��� ·B� SO, where � denotes
the spin-orbit interaction strength, �� the Pauli matrices, E� =
−�V the electric field, and k� the wave vector. The potential
associated with the geometry of QPC is likely to form a
bound state in the vicinity of side gates where the electric
field is the largest.14,15

Initially, we set the � in Eq. �2� to be zero, i.e., neglecting
the �I to obtain a rough estimate of G�

R by Eq. �1�. Equipped
with this G�

R, we can then follow the standard procedures6,11

to calculate the lesser Green’s function G�
��x ,z ,E� and spin-

density matrix n��x ,z�, of different spin �,

G�
��x,z,E� = G�

R�x,z,E� · �� · G�
A�x,z,E� , �3�

n��x,z� =
1

2	
� G�

��x,z,E�dE , �4�

where the advanced Green’s function GA is the Hermitian
conjugate of GR. The lesser self-energy ��= fS
S+ fD
D de-
pends on the Fermi-Dirac function fS/D��S/D� and the broad-
ening matrix 
S/D=−2 Im��S/D�, which is related to the in-
verse of the electron lifetime. At the end of this round, we are
left with an estimate of n��x ,z� from Eq. �4�. Now we turn
on the realistic value for � �to be elaborated in the next
section� and repeat the above procedures until n��x ,z� con-
verges. This allows us to finally obtain a self-consistent spin-
density matrix, with which we can determine the current I�,

I� =
e

h
� T�E��fS − fD�dE , �5�

where the transmission coefficient T=Tr�
SGR
DGA�.

III. MAGNITUDE OF PARAMETERS

The effective mass of electrons in GaAs is found to
be m�=0.067m0, where m0 denotes the free electron mass.
We set the system size to be �Nx ,Nz�= �19a ,13a� and all
energies in unit of −t=�2 /2m�a2�5.2 meV. In accordance,
the thermal energy at the experimental temperature 1 K will
be kBT�1 /��1 /60, the electron-electron interaction �
=2	a2,6,11 the bottom of conduction band �EBC� at −10, the
source-drain bias eVsd=�S−�D=0.026 meV�0.005, and
the Zeeman energy gs�BB� �0.01B�. The size of the SOI
constant �=10−3 can be determined when we divide the ex-
perimentally measured HSO value for GaAs/AlGaAs
heterostructures16,17 by the electric field derived from the
potential15,18 V�x ,z� appropriate for QPC.

The potential energy eV�x ,z�, plotted in Fig. 1, is formed
by the voltage Vs on the two charged wires with length 2L
=5a and separated by a width W=6a,

V�x,z� = Vsd
Lsd − x

Lsd

+ Vs	ln
 L − x + ��L − x�2 + �z + W�2 + h2

− L − x + ��L + x�2 + �z + W�2 + h2�
+ ln
 L − x + ��L − x�2 + �W − z�2 + h2

− L − x + ��L + x�2 + �W − z�2 + h2�
 , �6�

where Lsd denotes the distance between source and drain, h
=0.8a is the height of side gates away from the 2DEG. The
longitudinal transport direction is along the x axis while the
side gates lies in the z direction and forms a conducting
channel. We are able to calculate the electric field E� of HSO

�

from V�x ,z ,h�. Side gates forms a symmetric potential along
the lateral and longitudinal directions while the potential en-
ergy is tilted by the source-drain bias Vsd, which breaks the
longitudinal symmetry. Combining the asymmetric V�x ,z�
and the nonuniform SOI will lead to moment formation at
the center of the QPC where SOI is the largest. Technically,
it is important to include the first term on the right-hand side
of Eq. �6� to explicitly break the longitudinal symmetry in
order to generate a symmetric spin polarization. This is simi-
lar to the effect of �VSG at causing the spin-polarized con-
ductance, 0.5G0.6 Otherwise, mere shifting of the chemical
potentials on both leads, �S/D=�
eVsd /2, still leads to an
antisymmetric spin polarization and no net moment is
formed around QPC since the hopping amplitude is equal
toward all directions. More discussions can be found in the
caption of Fig. 6.

IV. NUMERICAL RESULTS

Figure 2 shows the density distribution of spin-up elec-
trons, n↑�x ,z�, ejected from the source and drain sides. While

0
10

20

0

15

7.5

−8

−4

0

X(100nm)
Z(100nm)

P
ot

en
tia

lE
ne

rg
y

(−
t)

FIG. 1. �Color online� Spatial distribution of potential energy
eV�x ,z�+EBC due to the side-gate voltage is plotted with Vsd

=0.005 and Vs=3.1. The x axis represents the transport direction
while z is in its transverse. The contacts of the source/drain leads
are at x=0 /19 columns while the side gates center at �x ,z�
= �10,0� and �10,15�. As can be seen from the figure, the region
most influenced by the QPC centers around between x=6 and x
=14.
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the density drops upon leaving the leads due to the potential
profile in Fig. 1, a conducting channel is formed between the
side gates. As we further decrease the Fermi energy �, this
channel will become narrower and eventually get pinched
off.

We fix the electric potential while varying � in Fig. 3,
which shows the conductance calculated from Eq. �5�. Since
the numerical calculations for the self-consistent procedure
are very time consuming, we trade the accuracy of the con-
ductance for speed by concluding the program once the re-
sulting conductance gets within the error bar of 0.02 /0.2G0
for G=0 /1G0, respectively. The temperature dependence of
the conductance enters via the fS− fD term in Eq. �5�, which
renders the plateau steeper as the temperature is lowered.
This tendency is consistent with the experiments.8 In the
mean time, further application of a magnetic field BZ=9 T
will lift the spin degeneracy and split the conductance line
into two curves due to the Zeeman energy.

The distribution of spin polarization P�x ,z�= �n↑
−n↓� / �n↑+n↓� is shown in Fig. 4. According to the Stoner
criterion,19 the polarization is proportional to ��n↑+n↓�1/3

and, thus, is enhanced at the source and drain where the
electron density is higher. For the same reason, a decreasing
� will diminish the spin polarization.

In order to better visualize the moment formation in the
vicinity of QPC, we highlight the spin polarization in Fig. 5
in the longitudinal direction at the central row, z=7, between
the side gates. The chemical potential is now raised above
the lowest lateral bound state, which causes the solid line to
change from being antisymmetric in Fig. 4 to symmetric.
The reason is that the electrons at the center of QPC can now
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FIG. 2. �Color online� Density distribution of up-spin electrons
for �=−3, �=60, Vsd=0.005, �=2	, and �=10−3, injected from
the source at x=1 and drain at x=Nx, under the electric potential
energy in Fig. 1.
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FIG. 3. �Color online� The � and temperature dependence of the
conductance for the QPC described in Fig. 2. The temperature in-
creases from top to bottom, with each line representing temperature
T=4, 4, 1, and 0.5 K. The tendency to obtain a smoother plateau at
high temperature is consistent with experiments. The lowest two
curves represent the conductance of spin-up and spin-down elec-
trons in the presence of a magnetic field Bz=9 T and at T=1 K.
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FIG. 4. �Color online� The distribution of spin polarization is
plotted for the QPC described in Fig. 2. It is larger at the source and
drain because of the Stoner enhancement. Note that the polarization
is antisymmetric because its �=−3 falls below the lowest lateral
bound state within the QPC.
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FIG. 5. �Color online� Under the same temperature �=60 as
Fig. 4 but with a higher �=−1.5, the polarization distribution is
plotted along the longitudinal direction at the central row, z=7 be-
tween the side gates. Except for �, the solid line shares identical
parameters as in Fig. 4. Note that the raise of � above the lowest
lateral bound state within the QPC changes the distribution from
being antisymmetric to symmetric. The dashed and asterisk lines
correspond to �� ,��= �0,2	� and �0.001,0�, respectively. The null
value of the dashed line signalizes that the SOI is crucial for the
moment formation while the asterisk line without � exhibiting a net
polarization between x=6 to x=14 indicates that the electron-
electron interaction is helpful, yet not essential.
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have a net current flow, which renders the effective magnetic
field due to SOI on either side of the QPC to become paral-
lel. Consequently, a net spin polarization or moment forma-
tion is favored. To further pin down the driving mechanism
behind this phenomenon, we take turns at shutting down the
SOI/electron-electron interaction in the dashed/asterisk line.
The fact that the dashed line is flat at zero value tells us that
the SOI is essential. In contrast, the nonzero polarization of
the asterisk line indicates that the electron-electron interac-
tion is dispensable. However, the contrast between the solid
and asterisk lines shows that the � is capable of enhancing
the net polarization. This is consistent with our previous
conclusion15 based on the single-particle picture. The oscil-
latory and decaying behavior away from the center of QPC
carries the features of Ruderman-Kittel-Kasuya-Yoshida
interaction.9

Finally, the � and Vsd dependence of the moment forma-
tion is shown in Fig. 6. We use the same solid line in Fig. 5
as a reference. The square line exhibits a higher Vsd, which
increases the trend for electrons to flow from source to drain
and thus leads to more longitudinal asymmetry in V�x ,z�.
The effective magnetic field due to SOI subsequently points
in the same direction and breaks the spin degeneracy to in-
duce the polarization. Furthermore, a spatially varying SOI
will lead to a nonuniform spin polarization. For QPC, the
largest polarization occurs near the center where the SOI is
the strongest. The dependence of polarization on � is tested
in the cross and asterisk lines. The former, assigned a higher
�, results in a larger polarization. In contrast, � in the aster-
isk line is lowered so much that the electrons on the left/right
hop mainly toward the source/drain side. This opposite
movement causes the effective magnetic field in either side
to point in also opposite directions, which leads to an anti-
symmetric spin polarization, as is shown by Fig. 4 and the
asterisk line. The above conclusions are summarized sche-
matically in Fig. 7.

V. DISCUSSIONS AND CONCLUSIONS

Compared with our previous approach,15 several improve-
ments have been made. First, we include the more realistic
saddle-point potential to model the confinement through the
side gates. Second, we generalize the semiclassical single-
particle approach to a full quantum-mechanical one with
many-body interactions explicitly accounted for. Third, we
emphasize on the dependence of polarization on the source-
drain bias and the strength of both the Rashba and electron-
electron interactions in this work. This is in contrast to what
we did last time; namely, varying the length of QPC and the
gate voltage to obtain different degrees of nonuniformity,
which led to a switch from the Kondo physics to the
Coulomb-blockade one.

In conclusion, we numerically demonstrate that the asym-
metric nonuniform SOI in the longitudinal direction is suffi-
cient at inducing a moment in the vicinity of QPC, which is
essential in the Kondo-type model for the 0.7 anomaly. Un-
like the previous numerical works9 which relies on a nonzero
magnetic field in the beginning to break the spin symmetry,
our proposal of an intrinsic SOI is less controversial. The
asymmetric SOI is due to the source-drain bias while the
nonuniformity comes intrinsically from the side-gate poten-
tial. The magnitude of moment depends on the strength of
the SOI, electron-electron interaction, the chemical potential,
and the source-drain bias. Note that our asymmetry lies in
the longitudinal direction, which is in contrast to the lateral
one that gives rise to the spin-polarized current.6
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FIG. 6. �Color online� The dependence of spin polarization on �
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